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The development and validation of an atmospheric correction algorithm

designed for the Medium Resolution Imaging Spectrometer (MERIS) with

special emphasis on case-2 waters is described. The algorithm is based on inverse

modelling of radiative transfer (RT) calculations using artificial neural network

(ANN) techniques. The presented correction scheme is implemented as a direct

inversion of spectral top-of-atmosphere (TOA) radiances into spectral remote

sensing reflectances at the bottom-of-atmosphere (BOA), with additional output

of the aerosol optical thickness (AOT) at four wavelengths for validation

purposes. The inversion algorithm was applied to 13 MERIS Level1b data tracks

of 2002–2003, covering the optically complex waters of the North and Baltic Sea

region. A validation of the retrieved AOTs was performed with coincident in situ

automatic sun–sky scanning radiometer measurements of the Aerosol Robotic

Network (AERONET) from Helgoland Island located in the German Bight. The

accuracy of the derived reflectances was validated with concurrent ship-borne

reflectance measurements of the SIMBADA hand-held field radiometer.

Compared to the MERIS Level2 standard reflectance product generated by the

processor versions 3.55, 4.06 and 6.3, the results of the proposed algorithm show

a significant improvement in accuracy, especially in the blue part of the spectrum,

where the MERIS Level2 reflectances result in errors up to 122% compared to

only 19% with the proposed algorithm. The overall mean errors within the

spectral range of 412.5–708.75 nm are calculated to be 46.2% and 18.9% for the

MERIS Level2 product and the presented algorithm, respectively.

1. Introduction

The high sensitivity and large dynamic range of the Medium Resolution Imaging

Spectrometer (MERIS), operational since 2002 on board the European environ-

mental satellite ENVISAT, enables accurate monitoring of the Earth’s atmosphere

and surface (Rast 1999). Special care was taken to obtain a sufficient signal-to-noise

ratio above dark targets as found over open ocean waters in the near-infrared

spectral region to perform an atmospheric correction with satisfactory precision.

MERIS measures the reflected solar radiation in 15 programmable bands in the

spectral range 412.5–900 nm with an average bandwidth of 10 nm. It is a nadir-

looking push-broom imaging system with two spatial resolutions. Data are acquired

in a full-resolution (FR) mode with 300 m on-ground resolution at the subsatellite
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point and in a reduced resolution (RR) mode with 1200 m on-ground resolution.

The instrument consists of five identical cameras sharing a large field of view (68.5u),
resulting in a swath of 1150 km. ENVISAT’S celestial orbit allows MERIS to cover

the Earth’s surface and atmosphere completely within 3 days. Thus the radiometric

features as well as the short revisit time make MERIS one of the most important

European orbiting instruments for remote sensing purposes (Rast 1999).

Atmospheric correction is one of the most limiting factors for an accurate

retrieval of water constituents from satellite remote sensing data. A classification

scheme of case-1 and case-2 water types was first introduced by Morel and Prieur

(1977). In contrast to case-1 waters, in which the optical properties are determined

solely by phytoplankton and associated constituents and the water itself, the spectral

signatures of case-2 waters are also influenced by coloured dissolved organic matter

and inorganic suspended particulate matter. In this optically complex water type, all

water constituents can vary independently from each other. For both cases the

accurate qualitative and quantitative retrieval from remotely sensed images requires

removing the effects that result from scattering and absorption in the atmosphere

and from reflection at the sea surface from the measured top-of-atmosphere (TOA)

radiances. Such procedures are called atmospheric corrections. Without a carefully

adapted atmospheric correction, reliable retrieval is not possible and multitemporal

water quality studies based on satellite imagery would be biased by the influence of

the highly variable atmosphere.

Standard atmospheric correction algorithms try to decouple the oceanic and the

atmospheric signals from the total measured spectral information at the TOA. They

assume the ocean colour to be black (complete absorption of incident radiation) in

the near-infrared (NIR) spectral region (l.700 nm) and therefore often fail above

turbid case-2 waters because of the influence of highly scattering water constituents

or bottom-up effects. Non-zero water-leaving radiances in the NIR will lead to an

overestimation of the aerosol optical thickness (AOT) with the consequence of an

over-correction in the visible (VIS) spectral region, which often results in negative

water-leaving radiances.

Other, more suitable attempts to correct for the atmospheric influence above

case-2 waters are based on iterative fitting approaches (Land and Haigh 1996) or on

artificial neural network (ANN) techniques (Zhang et al. 2002, Zhang 2003, Jamet

et al. 2004, Schroeder 2005). In another approach a simplified radiative transfer

(RT) ocean–atmosphere model was used by Doerffer and Fischer (1994) within an

optimization procedure for TOA reflectances of the Coastal Zone Colour Scanner

(CZCS), which includes atmospheric correction as well as the retrieval of water

constituents. The simple model was tuned for different angles by using the more

exact results from the matrix-operator model (MOM).

2. Methodology: algorithm description

In contrast to standard approaches, the correction algorithm outlined here is not

based on decoupling and takes into account not only the NIR spectral information

but also the spectral signature of the VIS spectral region. The proposed algorithm

uses the spectral information of 12 MERIS bands as compiled in table 1. The general

methodology of the presented algorithm can be regarded as an integrated approach

based on inverse modelling of RT calculations within a coupled ocean–atmosphere

system by applying ANN techniques. Later on we give a detailed overview of the

parameterization of the forward and the inverse models.

1470 Th. Schroeder et al.
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2.1 Forward model parameterization

For the forward model we used an established and validated RT code based on the

matrix-operator method, also known as adding-doubling (Fischer and Grassl 1984,

Fell and Fischer 2001). The model simulates the light propagation through the

ocean and the atmosphere and is used to generate a large data base of azimuthally

resolved upward radiances in the MERIS channels just above the sea surface and at

TOA for a variety of sun and observing geometries by taking varying amounts of

different types of atmospheric and oceanic constituents into account.

All simulations were performed for a US standard atmosphere (NOAA, NASA,

and USAF 1976) with a constant ozone loading of 344 Dobson units (DU). We

considered a mixture of maritime and continental aerosol models according to

Shettle and Fenn (1979) and the World Climate Research Program (WCRP 1986)

for the boundary layer and the troposphere, while we assumed a constant loading of

sulfuric acid (H2SO4) aerosols in the stratosphere (WCRP 1986), as outlined in

table 2. The spectral aerosol extinction was modelled by five AOTs simulated in the

range 0.03–1 at the reference wavelength of 550 nm. The optical properties of the

aerosols used as input for the RT simulations were derived from Mie calculations

and are shown in figure 1. In addition, a rough sea surface characterized by wind

speeds of 1.5 and 7.2 m s21 according to a probability distribution function of wave

facets of the Cox and Munk (1954) model and surface air pressure variations of 980

and 1040 hPa were considered. The ocean in the model is characterized by varying

concentrations of water constituents typically found in European coastal waters,

namely chlorophyll a (CHL), total (organic + inorganic) suspended matter (TSM)

and yellow substance (YEL). Their concentration ranges covered in the simulations

are 0.05–50 mg m23 for CHL, 0.05–50 g m23 for TSM and 0.005–1 m21 (at 443 nm)

for YEL. The inherent optical properties required as input to the RT simulations,

such as the absorption and scattering coefficients of pure sea water, of CHL, TSM

and YEL were taken from published measurements or parameterizations. The total

absorption of the sea water (aWAT) was modelled according to equation (1) as the

sum of the absorption coefficients of pure sea water (aw), the absorption of organic

Table 1. Overview of all MERIS bands and those used by the proposed ANN-based
atmospheric correction algorithm.

MERIS band Centre wavelength (nm) Bandwidth (nm) Used by ANN algorithm

1 412.5 10 yes
2 442.5 10 yes
3 490 10 yes
4 510 10 yes
5 560 10 yes
6 620 10 yes
7 665 10 yes
8 681.25 7.5 no*
9 708.75 10 yes
10 753.75 7.5 yes
11 760.63 3.75 no{
12 778.75 15 yes
13 865 20 yes
14 885 10 yes
15 900 10 no{

Reason for rejection: *chlorophyll fluorescence, {O2-A absorption, {water vapour absorption.

Atmospheric correction above case-2 waters 1471
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Table 2. The eight aerosol models used for the proposed atmospheric correction algorithm.
(A mixing ratio of, for example, 25% for an aerosol optical thickness of, for example, 1.0

means 0.75 for the boundary layer and 0.25 for the troposphere.)

Model
Humidity

(%)

AOT at 550 nm

Boundary layer (BL)
(0–2 km)

Troposphere
(2–12 km)

Stratosphere
(12–50 km)

1 70
Maritime*

0.03 0.1 0.3
0.5 1

Continental{
Mixing
ratio 5% of BL

H2SO4{ 0.005
2 80
3 95
4 99

5 70
Maritime*

0.03 0.1 0.3
0.5 1

Continental{
Mixing
ratio 25% of BL

H2SO4{ 0.005
6 80
7 95
8 99

*Shettle and Fenn (1979); {WCRP (1986).

Figure 1. Optical properties of the aerosol models used within the radiative transfer simula-
tions as derived by Mie calculations. Phase functions at a reference wavelength of 550 nm.

1472 Th. Schroeder et al.



D
ow

nl
oa

de
d 

By
: [

C
SI

R
O

 L
ib

ra
ry

 N
et

w
or

k]
 A

t: 
00

:3
7 

18
 A

pr
il 

20
07

 

particulate matter (ap1) as a function of CHL, plus the absorption of inorganic

particulate matter (ap2) as a function of TSM and the absorption of YEL (ay). The

total scattering coefficient (bWAT) of equation (2) was modelled as the sum of pure

sea water scattering (bw) and the scattering of TSM (bp).

aWAT~aw lð Þzap1 l, CHLð Þzap2 l, TSMð Þzay l, YELð Þ ð1Þ

bWAT~bw lð Þzbp l, TSMð Þ ð2Þ

The value for aw was taken from Pope and Fry (1997) and Hale and Querry (1973)

while the value for bw was taken from Morel (1974). We also computed ap1 accord-

ing to Bricaud et al. (1998) and ap2 was modelled according to the parameterization

of Babin (2000). YEL was assumed to be totally absorbing (ay) and was taken, like

bp, from Babin (2000). The scattering phase function of pure water was taken from

Morel (1974). Moreover, a new model of the backscattering probability in case-2

waters was applied from Zhang et al. (2002). It relates to the backscattering of

marine particles to the wavelength and the ratio of YEL absorption to TSM con-

centration and was derived by reconciling RT simulations of the hemispherical

reflectance just below the sea surface with the corresponding values contained in the

COASTLOOC (COAstal Surveillance Through Observation of Ocean Colour) data

set (Babin 2000).

2.2 Inverse model parameterization

The aim of the present paper was to derive the bottom-of-atmosphere (BOA) remote

sensing reflectances (RSBOA) of case-2 waters from remotely sensed data by using

extended RT simulations. The most straightforward approach would be the use of

the forward model as a look-up table. This look-up table would have the spectral

TOA signatures, the observation and illumination geometries and the environmental

data (surface pressure, wind speed) as entry data. In turn, each entry would be

linked to the corresponding desired output data (here, spectral BOA remote sensing

reflectances and spectral AOTs). Thus the task of an atmospheric correction would

be to work through this look-up table for a given measurement until the ‘best-

matching’ entry was found. A suitable ‘best-matching’ criterion is the Euclidian

distance. The attached output data would then represent the spectral RSBOA and

AOT for the measured spectral TOA signature. This procedure would have to be

performed for millions of pixels in a single MERIS scene, which would be very

inefficient. A faster retrieval would be possible if the look-up table approach were

approximated by a functional relationship in either a parametric (i.e. Chebychev

polynomials; Schiller and Doerffer 1993) or non-parametric (i.e. neural networks)

approach (Bishop 1995, Schiller and Doerffer 1999). We preferred the latter by using

a neural network as a suitable model because it is well known that multilayer

feedforward networks with non-linear transfer functions are universal function

approximators (Hornik et al. 1989). The neural network serving as an inversion

model applied here is a fully connected feedforward network. Its free parameters

(the so-called weights) are estimated during a supervised learning procedure based

on a least mean squares approach; samples pulled randomly from the simulated data

set are presented to the network and its output is compared against the expected

output as given in the data base. The estimation error, that is the difference between

the network’s output and the expected output, is used to adapt the parameters of the

Atmospheric correction above case-2 waters 1473
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network. This has to be done sequentially for all data sets until the total estimation

error is minimal. In our case we used the backpropagation algorithm (Werbos 1974,

Rumelhart and McClelland 1986) to train the network. The network applied here
consists of three layers of neurons, an input layer, a hidden layer and an output

layer, and is thus able to perform a highly non-linear function approximation

(Bishop 1995). While the number of neurons for the input and output layers is fixed

by the dimension of the problem under investigation, the optimum number of

neurons for the hidden layer has to be optimized by the training of different

networks. As there is no theoretical model to simply fix the optimum architecture, it

has to be found iteratively by varying the number of neurons in the hidden layer.

However, over-fitting occurs if too many neurons are chosen. The network then
loses its power of generalization, which results in interpolation deficiencies, and the

computation time increases. If too few hidden neurons are used, however, the error

function may be minimized poorly (Bishop 1995).

A total of eight different networks with hidden layer neurons varying from 40

to 100 were trained and validated against in situ measurements. For the training

of the atmospheric correction networks, two subsets of TOA radiance spectra

each containing 100 000 training and test vectors were extracted randomly from the

simulated database. One input vector consisted of a complete simulated MERIS

spectrum (except bands 8, 11, 15), the sun and observing geometry, the surface

pressure and the wind speed. We did not use MERIS band 8 (681 nm) because

inelastic scattering of chlorophyll fluorescence was not considered in the forward
model. Moreover, MERIS band 11 (760 nm) was not taken into account because it is

affected by oxygen absorption and MERIS band 15 (900 nm) was not considered

because of the influence of water vapour absorption. Signal-dependent Gaussian

noise was added to all training vectors according to the assumed uncertainty of the

associated parameters and compared to training runs without any additional noise.

A principal component analysis (PCA) transformation was used to decorrelate all

input dimensions to the network to improve the convergence of the training phase.

During the training phase the generalization power of the network was controlled by
the test data set not being used for the network training. The output of the atmos-

pheric correction networks is the remote sensing reflectance RS (see equation (3)) at

BOA for MERIS bands 1–7 and 9 with additional outputs of the AOT at wave-

lengths 440, 550, 670 and 870 nm, respectively. The spectral RS is usually defined by

the upward radiance Lu depending on the height level z, the solar zenith h and the

azimuth difference w divided by the downward irradiance Ed

RS z,l,h,wð Þ~Lu z,l,h,wð Þ=Ed z,lð Þ s r{1
� �

ð3Þ

3. Application to MERIS data

Prior to presenting real MERIS data to the networks, two normalizations have to be

applied to be consistent with the simulation framework. First, the TOA radiances

need to be normalized to the actual spectral solar constant values contained in the

Level1b data file. Second, the TOA radiances have to be normalized to an ozone

loading of 344 DU as used for the RT simulations. Therefore, the direct ozone

transmission for a 344 DU simulation and for the ozone amount at the time of the
MERIS overpass have to be calculated. The total ozone amount at the time of the

MERIS measurement was taken from the resampled ECMWF data of the Level1b

1474 Th. Schroeder et al.
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annotation data set while the spectral ozone extinction coefficients were taken from

Baur (1953). After these pre-processing steps we applied the associated Level1b

masks, namely LAND/OCEAN to get all the water pixels, the BRIGHT_PIXEL

mask mainly to avoid clouds and the GLINT mask to check and reject severe sun

glint contributions. Finally, we adapted the PCA rotation to the input vectors.

4. Algorithmic validation

Validation of all atmospheric correction networks is performed by comparing the

ANN outputs with coincident in situ measurements of the marine reflectance and the

spectral AOT.

4.1 Description of the in situ data set

The validation data set consists of reflectance spectra measured with the SIMBAD

Advanced version (SIMBADA) hand-held field radiometer for 4 days in 2003 on

ship cruises performed by GKSS in North Sea turbid waters during Calibration and

Validation (CAL/VAL) campaigns for the ENVISAT sensors. Spectral AOTs from

CIMEL automatic sun–sky scanning radiometer (sun photometer) measurements of

the AERONET station on Helgoland Island and their associated MERIS Level1b

data file were available for 12 days of the years 2002 and 2003. The Institute of

Coastal Research for GKSS, Geesthacht, Germany operates a CIMEL sun–sky

scanning radiometer on Helgoland Island (N 54u 109, E 7u 539, altitude 33 m). This

island has an area of about 1 km2 and is located in optically complex case-2 waters

at about 70 km off the mainland, in the middle of the German Bight, directly in

the region of interest for the MERIS data evaluation. All dates of the in situ

measurements and their associated MERIS files are presented in table 3.

The CIMEL automatic sun–sky scanning radiometer is suitable for the measure-

ment and retrieval of most aerosol optical properties and operates worldwide in the

frame of the AERONET (http://aeronet.gsfc.nasa.gov) and other radiometer net-

works. Its characteristics, calibration methods and accuracy, and the processing of

Table 3. The validation data set used in this work consisting of in situ measured reflectances
and aerosol optical thicknesses (AOTs) and their associated MERIS data (if available).

MERIS data In situ data

Level 1b Level 2 Resolution Processor RBOA AOT

29 July 2002 3 – RR 6.3* – 3

14 August 2002 3 – RR 6.3* – 3

3 September 2002 3 – RR 6.3* – 3

13 April 2003 3 – RR 3.55 – 3

17 April 2003 3 – RR 3.55 – 3

23 April 2003 3 – RR 3.55 – 3

29 April 2003 3 – RR 3.55 3 3

26 June 2003 3 – RR 4.06 – 3

14 July 2003 3 – RR 4.06 – 3

15 July 2003 3 3 RR 4.06 3 –
5 August 2003 3 3 RR 4.06 3 3

6 August 2003 3 3 FR 4.06 3 3

9 August 2003 3 – RR 4.06 – 3

FR, full resolution; RR, reduced resolution.
*MEGS, MEris Ground Segment data processing prototype.

Atmospheric correction above case-2 waters 1475
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the measured data to get an assured quality data set are described in detail by

Holben et al. (1998). The automatic sun-pointing requires operation on stationary

platforms such as the Helgoland Island station.

The SIMBADA hand-held field radiometer, developed at the University of

Science and Technology in Lille, France, operates in the sun-viewing mode for

the measurement of the sun extinction and in the sea-viewing mode for the

measurement of the water-leaving radiance, providing the AOT and the marine

reflectance (Bécu et al. 2002). The marine reflectance is measured using a vertical

polarizer and a specific geometry (at 45u from nadir and a relative azimuth angle of

135u between the solar plane and the viewing direction) to reduce sun glint and

skylight reflection effects, which are crucial for all above-water measurement

techniques (Fougnie et al. 1999, Deschamps et al. 2004). SIMBADA is a compact,

light field radiometer with a full field of view (FOV) of 3u, a vertical polarizer,

different gains for the sea- and sun-viewing modes, a global positioning system

(GPS) antenna and internal memory, which allows its operation from the ship

without stopping. Moreover, azimuth, roll and pitch are permanently recorded

during the measurements. It belongs to a network of field instruments operating

from ships of opportunity.

CIMEL and SIMBADA radiometers were also conceived for the validation of

satellite data because they are collimated radiometers with narrow pass-bands

centred at the ocean-colour sensor’s bands as presented in table 4. They were used

during MERIS CAL/VAL campaigns in the German Bight for the measurement of

the AOT and the marine reflectance. These two parameters are needed for valida-

tion of atmospheric corrections algorithms (Fargion and Mueller 2000, Deschamps

et al. 2004).

For two reasons, we used the marine reflectance data set from SIMBADA only

and preferably used the AOT data set from the CIMEL radiometer. The first is that

the inaccuracy of the SIMBADA AOT in the published literature (Holben et al.

1998, Deschamps et al. 2004, Miller et al. 2005) is estimated to be 0.012–0.019, com-

pared to less than 0.01 for AERONET AOT for wavelengths greater than 440 nm.

The full-angle FOV is 3u for the SIMBADA and 1.2u for the CIMEL radiometer.

The inaccuracy of SIMBADA measured AOT is mainly due to the error of the

calibration factor but also to the greater FOV. A larger FOV allows measurement of

direct sunlight but also includes light scattered by the atmosphere. This effect

increases dramatically for the coarse mode aerosols (desert dust and marine

aerosols) with scattering phase functions peaked highly forward (Deschamps et al.

2004, Russell et al. 2004). Another error could result from the manual sun-pointing

from SIMBADA instead of the automatic sun-pointing, which depends on the

experience of the operator. The second reason is that the AERONET AOT data set

covers 12 days whereas the SIMBADA data set covers only 4 days, and therefore

AERONET covers a wider range of atmospheric conditions.

Table 4. Centre wavelengths (nm) of each spectral band related to the ground-based radio-
meters deployed within the validation campaigns. The bands shown in bold were used in this

study.

CIMEL 340 380 440 500 670 870
SIMBADA 350 380 410 443 490 510 560 620 670 750 870

1476 Th. Schroeder et al.
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4.2 Validation with in situ reflectance data

With a knowledge of the geographic location of the in situ data through GPS

measurements, we were able to relocate and match-up the measured SIMBADA

reflectance spectra within the ANN inverted MERIS data files. Based on this, we
extracted the median values from 363 pixel boxes centred at each in situ location. A

box size of 363 pixels was selected because the absolute geolocation accuracy of the

MERIS data is calculated to be around the pixel size of a MERIS full-resolution

pixel, which is about 300 m (Colagrande and D’Alba 2004). As outlined in table 3,

all MERIS validation data except for one day are available in RR mode with pixel

sizes of about 161 km at nadir. As a result of the match-up analysis, figure 2 shows

the relocated in situ stations in the RGB composites of the MERIS data.

Because of heavy tidal effects of the North Sea waters we restricted the
comparison to in situ reflectance measurements to a maximum time difference of

Figure 2. RGB-composites of the MERIS Level1b data files with the relocated stations of
the in situ reflectance measurements performed by GKSS with the SIMBADA radiometer.

Atmospheric correction above case-2 waters 1477
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¡ 30 minutes to the MERIS overpasses. To remain within the validity range of the

bio-optical model, the ranges of the in situ spectra were checked against the ranges

of the simulated reflectances used to adapt the inverse models to avoid possibly

erroneous extrapolations of the networks. All MERIS match-up pixels needed to be

flagged as good with no Level1b BRIGHT_PIXEL and GLINT mask applied. We

also checked the ranges of all ANN input parameters against the ranges of the

simulations. Sixteen in situ spectra passed the above criteria and were selected for

validation. To compare the SIMBADA reflectance measurements with the ANN

retrieved remote sensing reflectances, the ANN spectra need to be multiplied by a

factor of p while the SIMBADA spectra are linearly interpolated to match the

MERIS wavelengths.

The validation results in terms of the overall root mean square error (RMSE) and

the correlation coefficient are outlined for all networks in table 5. Best results were

achieved for a network with 80 hidden layer neurons trained on the noisy data set.

The left side of figure 3 visualizes the high correlation of 0.94 between the ANN

retrieved and the in situ measured reflectances as a scatter plot for the MERIS bands

1–7 and 9. The error bars indicate the simple standard deviations within the 363

Table 5. Validation results for all neural networks achieved by comparison with the in situ
data shown in table 3.

Network
Hidden layer

neurons Noise*

RMSE/Correlation

RSBOA AOT

1 40 no 5.4861023/7.8461021 1.0561021/6.2961021

2 40 yes 4.8461023/8.9761021 1.0761021/8.1661021

3 60 no 3.2861023/9.2361021 0.8161021/8.1161021

4 60 yes 2.9461023/9.4561021 0.8261021/8.9461021

5 80 no 3.2361023/9.3261021 0.8961021/7.3861021

6 80 yes 2.7561023/9.3861021 0.7461021/7.4261021

7 100 no 2.9561023/9.3961021 0.8261021/8.1361021

8 100 yes 2.8261023/9.3761021 0.8461021/8.4061021

*Signal dependent, uniformly distributed and Gaussian.

Figure 3. Best results of the reflectance validation achieved by a network with 80 hidden
layer neurons through comparison with in situ measured spectra as scatter plot (a). Spectral
RMSE and MAPE (b). Total spectra N516.
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pixel boxes. The overall RMSE in reflectance units within the wavelength range

412.5–708.75 nm is 0.0028 with a small BIAS of 20.0013. The spectral slopes of the

absolute and relative errors are plotted in figure 3(b). For the above-mentioned

spectral range the mean absolute percentage error (MAPE) was calculated to be 18%.

4.3 Comparison with MERIS Level2 data

Table 3 presents the validation data set of the in situ measurements and the availabi-

lity of the associated MERIS Level2 data files. However, before making any com-

parison the Product Confidence Flags (PCDs) and the Science Flags of the MERIS

Level2 files at the associated in situ locations need to be analysed to check the

quality of the Level2 pixels. In total, 29 flags are stored in the Level2 products. The

PCDs exist for every geophysical parameter and give the user information about

the quality of the processing in order to reject bad pixels from further analysis; the

products are stored in the data structures even though a specific processing may

have failed. Information about special properties or characteristics of a pixel (e.g.

glint) is given by the Science Flags (Brockmann 2003a).

For a comparison with MERIS Level2 reflectances, the PCD_1_13, MEDI_GLINT

and HIGH_GLINT flags needed to be analysed. A comparison is performed only

for the case that none of the these flags is raised within the 363 pixel boxes. The

PCD_1_13 flag will be raised if one of the retrieved surface reflectances is of poor

quality; for example, in the case of negative reflectances due to atmospheric

correction failure. Both glint flags were checked to avoid sun glint contamination.

Although the MERIS Level2 processor corrects for medium glint, which is selected

depending on certain thresholds (Montagner and Billat 2000), we rejected all glint

flagged pixels from further analysis. The analysis of the glint flags revealed that

the Level2 data of 5 August 2003 had to be excluded. For 29 April 2003 no Level2

product was available to us. Finally, 13 spectra remained for a comparison

between ANN, MERIS Level2 and in situ measured reflectances.

Figure 4 shows the scatter plots of the in situ measurements against the median

reflectance values derived from the MERIS Level2 product (figure 4(a)) and the

Figure 4. Scatter plots of the median reflectances of the MERIS Level2 product (a) and the
proposed ANN algorithm (b) compared to the in situ reflectances measured by GKSS with the
SIMBADA radiometer. Total spectra N513.
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values obtained from the ANN (figure 4(b)). We found a lower overall RMSE of

0.003 and a higher correlation of 0.93 for the proposed ANN atmospheric

correction algorithm compared to the MERIS Level2 product, revealing an overall

RMSE of 0.005 and a correlation of 0.88. The spectral error slopes plotted in

figure 5 show the largest differences in the blue part of the spectrum, where the

MERIS Level2 reflectances result in errors up to 122% compared to 19% for the

ANN algorithm. Figure 6 gives an overview of the spectral reflectance comparison

at all stations with MERIS Level2 data available. To provide an impression of the

glint flagged MERIS Level2 spectra we also plotted the data of 5 August even

though these data were excluded from the above error analysis.

4.4 Validation with in situ AOT data

As outlined in section 3.2, the presented atmospheric correction networks were

provided with additional outputs of the AOT at four wavelengths (440, 550, 670 and

870 nm) for a further validation. Three of these (AOT440, AOT670 and AOT870)

match the AERONET wavelengths for a convenient and direct comparison. An

output at 550 nm was selected because this is the AOT reference wavelength of the

RT simulations. As presented in table 3, in situ AERONET data from Helgoland

Island are available for 12 days of the years 2002 and 2003. The AOT data are of

Level2 quality in version 1, which means the data are cloud screened. The atmos-

pheric composition was assumed not to change as rapidly as the composition of the

turbid North Sea water. Therefore a time window of ¡ 60 minutes to the MERIS

overpass was allowed to compare the median of the ANN-retrieved AOTs with the

median values of the sun photometer measurements. The AERONET data were

linearly interpolated to 550 nm. The validation boxes were centred at Helgoland

Island with box sizes of 20620 pixels for the RR data and 80680 for the FR case.

Prior to the inversion the MERIS Level1b LAND/OCEAN, BRIGHT_PIXEL and

GLINT masks were checked. Again, best results were achieved by the network with

80 hidden layer neurons (see table 5). Figure 7 shows the scatter plot of the ANN

Figure 5. By comparison with in situ measured reflectances derived spectral slopes of the
RMSE (a) and MAPE (b) for the MERIS Level2 product (blue) and the proposed ANN
algorithm (red).
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Figure 6. Spectral reflectances as derived by the proposed atmospheric correction algorithm
(red) compared to the in situ measurements (black) and to the standard MERIS Level2
product (blue). The station numbers (S01–15) correspond to the in situ locations shown in
figure 2.
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inverted data against the in situ measured data. The overall RMSE in AOT units

was calculated as 0.074 with a small BIAS of 0.003 and a high correlation of 0.84.

The training of the networks as described above consists of minimizing an absolute

error for all training vectors. Therefore, the spectral error slopes in figure 7 show a

more constant absolute error, while the mean absolute relative error is lowest in the

blue part of the spectra (40%), because of the relatively high AOTs, and highest in

the NIR (96%) because of the relatively low AOTs in this spectral region.

To illustrate the performance of the proposed atmospheric correction algorithm,

figure 8 shows maps of the derived spatial reflectance and AOT distribution as

derived from a MERIS reduced resolution scene acquired on 15 July 2005 covering

parts of the North and Baltic Sea regions. The derived structures reveal that no

features from the water body are visible in the AOT product and therefore a good

separation of atmospheric and oceanic parameters has been obtained. The reflec-

tance maps plotted for wavelengths 442 and 560 nm show the expected structures

due to the typical distribution of the water constituents. High TSM concentrations

in the North Sea coastal regions cause high reflectances values at 560 nm and lower

ones at 442 nm, whereas the off-shore regions of the North Sea waters show higher

reflectance values at 442 nm compared to 560 nm because these areas are associated

with clear water. In contrast to the North Sea coastal areas the coastline of the

Baltic Sea, as shown in figure 8, stays uninfluenced by strong tidal effects, resulting

in lower reflectances at 560 nm due to the assumed lower TSM concentrations.

5. Summary and conclusions

An atmospheric correction algorithm for MERIS data above case-2 waters has been

presented that derives the remote sensing reflectance and the AOT from the TOA

measured radiances. The algorithm was validated with a set of in situ reflectance and

AOT data. For the reflectance product a mean absolute percentage error of 18%

within the spectral range of 412.5–708.75 nm could be derived while the RMSE of

the AOT was found to be 0.074 within the spectral range of 440–870 nm. Compared

Figure 7. Best results of the aerosol optical thickness (AOT) validation achieved by a
network with 80 hidden layer neurons through comparison with in situ measured AOT spectra
from the AERONET station on Helgoland Island as a scatter plot (a). Spectral slopes of
RMSE and MAPE (b). Total spectra N512.
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to the standard MERIS Level2 reflectance product of the processor versions 3.55

and 4.06, the proposed algorithm reveals a significant improvement in accuracy,

especially in the blue part of the spectrum.

The atmospheric algorithm outlined in this paper is available to the broad ocean

colour community in the form of a Plug-in for the Basic ERS and ENVISAT

(A)ATSR and MERIS Toolbox (BEAM) (Brockmann, 2003b) and can be obtained

free from the official BEAM website (BEAM 2005). Within the BEAM environment

a more sophisticated cloud masking can be applied to the Level1b data in running

an integrated cloud probability processor instead of using the Level1b

Figure 8. Example maps of the derived spatial remote sensing reflectance at 442 and 556 nm
and the AOT distribution at 440 nm as derived from a MERIS reduced resolution scene
acquired on 15 July 2005 covering parts of the North and Baltic Sea regions.
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BRIGHT_PIXEL flag. Although the BRIGHT_PIXEL flag does not account for
thin cirrus or subpixel clouds, absolutely clear-sky conditions were assured in this

work from additional observations during in situ sampling.
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